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Abstract

Despite extensive research, performance enhancement of keyphrase (KP) extraction remains a challenging problem in modern informatics. Recently, deep learning-based supervised approaches have exhibited state-of-the-art accuracies with respect to this problem, and several of the previously proposed methods utilize Bidirectional Encoder Representations from Transformers (BERT)-based language models. However, few studies have investigated the effective application of BERT-based fine-tuning techniques to the problem of KP extraction. In this paper, we consider the aforementioned problem in the context of scientific articles by investigating the fine-tuning characteristics of two distinct BERT models — BERT (i.e., base BERT model by Google) and SciBERT (i.e., a BERT model trained on scientific text). Three different datasets (WWW, KDD, and Inspec) comprising data obtained from the computer science domain are used to compare the results obtained by fine-tuning BERT and SciBERT in terms of KP extraction.
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1. Introduction

Keyphrases (KPs) are short but useful expressions in a document that can convey crucial information about the contents of the document being considered. KPs are usually single (or composite) keywords that are related to the primary topic or core content of a document, and approximately five KPs are usually selected for each document. If identified correctly, KPs find beneficial applications in various processes, such as information retrieval, document summarization, and topic classification. In contrast to its usefulness, keyphrase (KP) extraction is one of the most difficult tasks in Neuro-Linguistic Programming (NLP) that requires both document-side statistical information and comprehensive background knowledge [1].
Traditional KP extraction methods can be largely divided into two stages. First, candidate KPs are extracted, and subsequently a pruning procedure is executed. During the former stage, potential KPs are extracted from the given document. For this purpose, either supervised learning or unsupervised learning-based methods may be chosen. The details of the pruning stage depend on the method chosen to execute the first stage. If candidate KPs selection is conducted via supervised learning, the pruning process is regarded as a binary classification problem of whether the given candidate is a KP. Meanwhile, if unsupervised learning is used during the first stage, pruning is regarded as a ranking problem; the candidate KPs are ranked based on a specific criterion and removed if they exhibit a score below a predefined threshold [2]. Various graph-based unsupervised learning methods and sequential labeling techniques based on supervised learning have been used over the years to achieve good performances in KP extraction [3]. However, even though NLP researchers have achieved gradual performance enhancement in KP extraction, the current performance is still far from perfect.

A fine-tuning technique based on a deep contextual language model (LM) was introduced [4], which was comparable to the existing state-of-the-art supervised technique. Deep contextual LMs, such as Embeddings from Language Models (ELMo) [5] and Bidirectional Encoder Representations from Transformers (BERT) [6], have evolved significantly over the years. These models are capable of providing contextual embeddings for each token to use in downstream architectures corresponding to an input text, or to perform task-specific fine-tuning. Fine-tuning is the technique of applying a pre-trained LM. It reduces the task-specific parameters as much as possible and, instead, changes the pre-trained parameters slightly via downstream task learning. In particular, BERT has been shown to achieve state-of-the-art results for 11 NLP tasks, including document classification, question answering, and dependency parsing [5, 7]. Recent studies have established that contextual embedding models trained on domain or genre-specific corpora generally perform better than general-purpose models trained on Wikipedia data. However, the reasons underlying the state-of-the-art performance of BERT are poorly understood. Therefore, in the case of BERT, “current research has focused on investigating the relationship behind BERT’s output as a result of carefully chosen input sequences, analysis of internal vector representations through probing classifiers, and the relationships represented by attention weights1.”

Despite the excellence achieved by the fine-tuning technique in BERT, little is known about the effects of fine-tuning on KP extraction. Therefore, in this paper, we aim to study KP extraction using BERT Models based on scientific articles. The main contributions of this paper are two folds.

1) We performed an in-depth comparison between the fine-tuning results on KP extraction obtained via two different BERT models (i.e., BERT and SciBERT).

2) For the evaluation, we employed three different KP extraction test collections (i.e., WWW, KDD, and Inspec) in computer science domain.

We hope that this study will reveal a crucial research direction that will enhance the approach of pre-training models with respect to KP extraction. The rest of this paper is organized as follows. Related works on KP extraction and recent developments in BERT-based techniques, also known as deep contextualized LMs, have been briefly summarized

In Section 2. Following this, the basics of the BERT model and its corresponding textual resources have been discussed in detail in Section 3. Experiments using BERT and SciBERT and additional in-depth discussion have been presented in Section 4. Finally, the conclusions have been presented in Section 5, alongside possible directions for future work.

2. Related Works

In this section, we first summarize existing KP extraction techniques. KP extraction methods can be largely categorized into supervised and unsupervised approaches. Following this discussion, we present a brief introduction to popular LMs that can be used for KP extraction.

2.1 Unsupervised Approaches to KP Extraction

Unsupervised methods have the advantage of not requiring any training data and are capable of producing results in any domain. They include statistics-based, graph-based, embedding-based, and LM-based approaches [8]. Statistics-based methods select candidate KPs by combining appropriate scores, such as, Term Frequency (TF), Inverse Document Frequency (IDF), and co-occurrences [9]. For example, TF-IDF is used as the common baseline in KP extraction. The fundamental idea in graph-based ranking is to create a graph based on the contents of a document by using the candidate KPs as vertices. Each pair of related candidate KPs corresponds to an edge between the two corresponding vertices. After the adoption of the PageRank algorithm [10] in KP extraction, TextRank [11], LexRank [12], TopicRank [13], SGRank [14], and SingleRank [15] directly leverage the graph-based ranking algorithm PageRank, with a combination of other heuristics based on TF-IDF scores, word co-occurrence measures, extraction of specific lexical patterns, and clustering [16] to combine semantic similarity clustering with knowledge graph structure and expedite the discovery of semantic relations hidden in the input document.

2.2 Supervised Approaches to KP Extraction

Like other machine learning-based approaches, supervised learning methods require prior knowledge - training data to aid learning. The training data for KP extraction includes the corpus and the corresponding pre-labeled KPs. Supervised learning methods can be divided into basic machine learning techniques and applications of recently developed deep learning techniques.

In this case, KP extraction is regarded as a binary classification problem, with annotated keyphrases serving as positive examples and all other phrases serving as negative examples. In general, supervised approaches employ a machine learning-based model to determine if a given candidate phrase is a KP based on analysis of its textual features, such as term frequencies [17], syntactic properties [18], and location information [19]. Further, [20] used conditional random fields (CRF) equipped with multiple textual features, such as TF*IDF of the terms, orthographic information, POS tags, and positional information.

With recent developments in deep learning, especially Long-Short Term Memory (LSTM) [21, 22], deep learning-based approaches have also been adopted in KP extraction.
[23] proposed a KP extraction approach for Twitter-like corpora and sites. The authors used a recurrent neural network (RNN)-based model to exploit contextual information among keywords in order to retrieve appropriate KPs. [24] proposed another deep learning-based model for KP retrieval. More recently, [25] used Bi-directional Long-short Term Memory (BiLSTM) – Conditional Random Fields (CRFs), in which words were represented by fixed word embeddings like Global Vectors for Word Representation (Glove) embeddings [26]. [27] further explored a bi-directional LSTM-CRF-based sequence labeling technique for KP extraction using different word embedding models.

Recent research has corroborated the significant improvement that can be effected on the performance of deep learning-based LMs by training them on sufficiently large corpora with respect to multiple NLP tasks as well as in transfer learning [5, 6, 28]. Our experiments are based on the adoption of pre-trained large scale contextual language models in terms of a kind of transfer learning.

3. The Application of BERT in the Proposed Analysis

In this section, we briefly introduce an existing BERT model and outline the mode in which BERT-based fine-tuning is implemented based on two contextual LMs, such as BERT [6] and SciBERT [29].

3.1 BERT

BERT stands for Bidirectional Encoder Representations from Transformer. There are two steps during the implementation of BERT: 1) pre-training and 2) fine-tuning. The model is trained on unlabeled data via distinct pre-training tasks during pre-training. The BERT model is first initialized with pre-trained parameters for fine-tuning, and all parameters are fine-tuned using labeled data obtained from the downstream task. Even if each downstream task is initialized with the same pre-trained parameters, a separate fine-tuned model emerges. BERT’s features consist of a unified architecture that combines multiple tasks. There is very small difference between the pre-trained model architecture and the final down-stream architecture. The BERT-based model’s architecture possesses multiple layers based on a bidirectional transformer encoder, which have been implemented and described in [30].

BERT is designed to pre-train a sentence representation by jointly conditioning both the left and right contexts of a sentence [6]. BERT’s base model consists of 12 layers of 768 hidden size, 12 self-attention heads, and 110M total parameters. The large model consists of 24 layers of 1024 hidden size, 16 self-attention heads, and 340M total parameters [6].

As depicted in Figure 1, BERT exhibits two phases — pre-training BERT, depicted on the left, and BERT tuned to correspond to each task, depicted on the right. Based on the previous experiments using BERT [6], task-specific fine-tuning approaches on 11 NLP tasks were performed using the architecture and better performances were observed compared to previously developed supervised methods. However, in the case of KP Extraction, even though the advantage of fine-tuning has been established, little is known about the differences between the performances obtained via fine-tuning works on varying KP test collections and varying pre-trained BERT architectures.
3.2 Fine-tuning BERT (in the context of KP extraction)

A pre-trained BERT model can be easily fine-tuned in the context of a wide range of tasks by simply adding a fully connected (FC) layer without any task-specific modifications on the architecture level. Recently, BERT was used to achieve state-of-the-art performances in 11 NLP tasks (e.g., GLUE task set (consisting of 8 tasks), MultiNLI, SQuAD v1.1, and SQuAD v2.0), thereby outperforming the existing state-of-the-art methods by a large margin [6].

During KP extraction, we employ two pre-training models, BERT and SciBERT, to perform the fine-tuning. Construction of a pre-training model, involves identical architecture, optimization, and hyper-parameters as the ones discussed in [6]. Despite that, we experiment with different vocabularies during embedding. We create a pre-training model by reconstructing the embedding corresponding to each base word. We then fine-tune the models based on a learning rate of 5e-5 and a batch size of 8. This learning rate is selected as it is observed to exhibit the best performance among the ones that are experimented with (including 5e-6). Tokens that pass through the bottom layers and the FC layer, as depicted in Figure 2, are assigned one of the following labels — B-KP, I-KP, or O. “B-KP” stands for begin in KP, and “I-KP” is assigned to any phrase following a B-KP phrase. By allowing the I-KP tag for phrases that follow B-KP phrases to deal with n-gram KPs, it is possible to extract phrases sequentially instead of words in a single context. In our experiments, fine-tuning proceeded up to 5 epochs although only 3 epochs exhibited the best performance according to test collections.

KP Extraction is similar to the previously known named entity recognition (NER) task. In our experiment, we extract KPs using sequence labeling, as presented in [20]. Therefore, we feed the final BERT vector corresponding to each token into a linear classification layer equipped with a soft-max output, like sequence labeling.
As depicted in Figure 2, following input tokenization via the tokenizer, three different embeddings (namely token information embedding, sentence information embedding, and position information embedding) are applied to the input. The model learns this embedding information using its bi-directional layer, and finally, the model is used for KP extraction by automatically assigning B-KP, I-KP, and O tags to the given input sentences.

4. Experiments

In this section, we evaluate the influence of BERT fine-tuning on the KP extraction performance by applying different BERT models to different KP test collections. We use the F1-score as the evaluation metric. The F1-score is defined to be the harmonic mean of precision and recall scores\(^2\).

4.1 Datasets

We perform our experiments on three different publicly available KP extraction datasets\(^3\) — KDD, WWW, and Inspec. The detailed statistics of the datasets have been presented in Table 1.

---

\(^2\) F1-score: https://en.wikipedia.org/wiki/F1_score

\(^3\) Datasets of Automatics Keyword Extraction: https://github.com/LIAAD/KeywordExtractor-Datasets
Table 1. Statistics of the processed datasets used in our experiments

<table>
<thead>
<tr>
<th>Dataset</th>
<th>KDD</th>
<th>WWW</th>
<th>Inspec</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Docs (Train/Dev/Test)</td>
<td>755 (604/76/75)</td>
<td>1330 (1064/133/133)</td>
<td>2000 (1000/500/500)</td>
</tr>
<tr>
<td>Avg. # of Keyphrases</td>
<td>4.10</td>
<td>4.82</td>
<td>4.48</td>
</tr>
<tr>
<td>Max length of Tokens in Keyphrases</td>
<td>8</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Min length of Tokens in Keyphrases</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td># of Tokens in Docs</td>
<td>144162</td>
<td>217747</td>
<td>259803</td>
</tr>
<tr>
<td>Avg. # of Tokens in Docs</td>
<td>72.08</td>
<td>108.87</td>
<td>129.90</td>
</tr>
<tr>
<td>Max # of Tokens in Docs</td>
<td>377</td>
<td>588</td>
<td>549</td>
</tr>
<tr>
<td>Min # of Tokens in Docs</td>
<td>3</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>uni-gram</td>
<td>788</td>
<td>2201</td>
<td>3088</td>
</tr>
<tr>
<td>n-gram (n &gt;= 2)</td>
<td>2305</td>
<td>4204</td>
<td>6566</td>
</tr>
</tbody>
</table>

1) KDD: The KDD collection is based on the abstracts of papers collected from the ACM Conference on Knowledge Discovery and Data Mining (KDD) published during the period of 2004-2014, comprising a total of 755 documents. The gold-keywords of these papers are the author-labeled terms. The total data (755) were divided into 604, 76, and 75 points according to the ratio 8: 1: 1 for training, validation, and testing, respectively.

2) WWW: The WWW collection is based on the abstracts of papers collected from the World Wide Web Conference (WWW) published during the period of 2004-2014, comprising a total of 1330 documents. The gold-keywords of these papers are the author-labeled terms. The total data (1330) were divided into 1064, 133, and 133 by a ratio of 8: 1: 1, respectively.

3) Inspec: The Inspec collection is based on the abstracts of scientific journal papers from the CS domain collected during 1998-2002, comprising a total of 2000 documents. Each document is assigned two sets of keywords - the controlled keywords, which are manually controlled assigned keywords that appear in the Inspec thesaurus but may not appear in the document, and the uncontrolled keywords which are freely assigned by the editors, i.e., which are not restricted to the thesaurus or to the document. However, in our experiment, we use only the keywords that have been assigned by the authors in order to maintain consonance with the experiments on other datasets.

4.2 Experimental Results

1) Fine-tuning using (base) BERT:

Table 2 presents the KP extraction results on three different test collections (i.e., KDD, WWW, and Inspec) in the case in which pre-trained BERT is fine-tuned using the target data collections. The original BERT model [6] was pre-trained using WordPiece tokenization [32] and a vocab consisting of 30,000 tokens. In our experiments, we trained them using a batch size of 16, a learning rate of 5e-5, and 5 epochs were performed during the fine-tuning.
The best performances on each test collection were observed within 3 epochs of fine-tuning. We obtain 41% after 2 epochs on KDD data, 37% after 3 epochs on WWW data, and 48% after 3 epochs on Inspec data, respectively. Due the differences between the sizes and characteristics of the test collections, the trends of performance gain are observed to be dissimilar to each other. However, when the results of our experiments are compared with the SOTA ones obtained from previous experiments, the accuracies on KDD and Inspec are observed to be higher than their SOTA counterparts, while the WWW accuracy is observed to be lower than its SOTA counterpart. The experiment on Inspec data, in particular, exhibited an accuracy improvement by approximately 6% in terms of the F1-score via general domain contextual LM (i.e., BERT)-based fine-tuning.

2) Fine-tuning using SciBERT:

Table 3 depicts the results obtained by fine-tuning the pre-trained SciBERT on three different test collections (KDD, WWW, and Inspec). According to [29], as in the case of BERT, SciBERT uses the WordPiece tokenization introduced in [32] during pre-training to construct a model of 30K scientific vocab to match the number of BERT vocabs. The fine-tuning settings are almost identical to the BERT fine-tuning in the previous experiment. Following the trends of KP extraction via fine-tuned BERT in the previous experiment, the best performances obtained via the fine-tuning of SciBERT are also observed within 3 epochs. However, the improvement enhancements are much more substantial in this case. On KDD and WWW data, the KP extraction accuracies are observed to surpassed 45%. Further, almost 50% accuracy is achieved on the Inspec data. Unlike in the case of BERT-based fine-tuning, the maximum accuracy on each test collection is observed to surpass those obtained via existing state-of-the-art methods by significant intervals.

Table 2. KP extraction results using fine-tuned BERT

<table>
<thead>
<tr>
<th></th>
<th>1 epochs</th>
<th>2 epochs</th>
<th>3 epochs</th>
<th>4 epochs</th>
<th>5 epochs</th>
<th>Avg.</th>
<th>Max.</th>
<th>SOTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>KDD</td>
<td>29%</td>
<td>41%</td>
<td>38%</td>
<td>35%</td>
<td>40%</td>
<td>36.6%</td>
<td>41%</td>
<td>41.08%</td>
</tr>
<tr>
<td>WWW</td>
<td>36%</td>
<td>30%</td>
<td>37%</td>
<td>32%</td>
<td>32%</td>
<td>33.4%</td>
<td>37%</td>
<td>39.43%</td>
</tr>
<tr>
<td>Inspec</td>
<td>38%</td>
<td>42%</td>
<td>48%</td>
<td>44%</td>
<td>47%</td>
<td>43.8%</td>
<td>48%</td>
<td>42.80%</td>
</tr>
</tbody>
</table>

*The last column “SOTA” denotes state-of-the-art results for the designated data set. The SOTA results of KDD and WWW are obtained from Bidirectional LSTM+CRF Sequential labeling technique [20] and that of Inspec is obtained from the Bidirectional LSTM RNN sequential labeling approach [31].

Table 3. KP extraction results obtained using fine-tuned SciBERT

<table>
<thead>
<tr>
<th></th>
<th>1 epoch</th>
<th>2 epochs</th>
<th>3 epochs</th>
<th>4 epochs</th>
<th>5 epochs</th>
<th>Avg.</th>
<th>Max.</th>
<th>SOTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>KDD</td>
<td>45%</td>
<td>43%</td>
<td>44%</td>
<td>44%</td>
<td>44%</td>
<td>44%</td>
<td>45%</td>
<td>41.08%</td>
</tr>
<tr>
<td>WWW</td>
<td>48%</td>
<td>43%</td>
<td>47%</td>
<td>46%</td>
<td>44%</td>
<td>45.6%</td>
<td>48%</td>
<td>39.43%</td>
</tr>
<tr>
<td>Inspec</td>
<td>45%</td>
<td>50%</td>
<td>50%</td>
<td>49%</td>
<td>48%</td>
<td>48.4%</td>
<td>50%</td>
<td>42.80%</td>
</tr>
</tbody>
</table>

*The last column “SOTA” scores are identical to those presented in Table 2.
A comparison of the results obtained via BERT-based fine-tuning and SciBERT-based fine-tuning in terms of KP extraction reveals that the latter exhibited better performances on all three test datasets, even though both fine-tunings were performed using identical datasets. As depicted in Figure 2, corresponding to the KDD, WWW, and Inspec datasets, the maximum differences between the accuracies achieved by BERT-based fine-tuning and SciBERT-based fine-tuning are observed to be approximately 4%, 11%, and 2%, respectively. It is thus evident that SciBERT-based fine-tuning outperforms BERT-based fine-tuning.

Considering that the datasets (i.e., KDD, WWW, and Inspec) originated from the domain of CS and that SciBERT’s original corpus also contained papers from the same domain, it is likely that the embeddings composed of SciBERT’s vocab can aid in the understanding of the documents from the CS domain more significantly than the embeddings composed of BERT’s vocab. We assume that the differences between the performances of the two architectures can be attributed to the aforementioned difference between the embeddings based on SciBERT’s vocab and embeddings based on BERT’s vocab.
5. Conclusion and Future Work

In this paper, we evaluated the performance of the BERT models with respect to KP extraction via fine-tuning. For this purpose, a series of experiments on BERT and SciBERT models were carried out on three different KP test collections obtained from the domain of CS. Based on the results of the experiments, SciBERT-based fine-tuning was verified to have carried over its exceptional performance in other NLP tasks to the task of KP extraction in scientific domain. In our future work, we intend to extend our analysis by considering additional KP resources and the KP 20k dataset [24] with respect to fine-tuning. The KP 20k datasets consists of 567,830 high quality computer science articles, thus it may allow us to examine various settings of fine-tuning. In particular, we are keen to identify the optimal BERT-based fine-tuning strategy for target data collection by analyzing the performances corresponding to varying amounts of training data and different BERT models.
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